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Abstract

While the widely available embedded sensors in smartphones
and other wearable devices make it easier to obtain data of hu-
man activities, recognizing different types of human activities
from sensor based data, remains a difficult research topic in
ubiquitous computing. One reason for this ismost of the col-
lecteddata is unlabeled. However,many current human activ-
ity recognition (HAR) systems are based onsupervised meth-
ods, which heavily rely on the labels of the data. We describe
a weakly self-supervised approach in this paper that consists
of two stages: (1) In stage one, the model learns from the na-
ture of human activitiesby projecting the datainto an embed-
dingspace where similar activities are grouped together; (2)
In stage two, the model is fine-tuned using similarity informa-
tion in a few-shot learning fashion using the similarity infor-
mation of the data. This allows downstreamclassification or
clustering tasksto benefit from the embeddings. Experiments
on three benchmark datasets demonstrate the framework’s ef-
fectiveness and show that our approach can help the cluster-
ing algorithm achievecomparable performance in identifying
and categorizing the underlying human activities as pure su-
pervised techniques applied directly to a corresponding fully
labeled data set.

Introduction

Many machine learning algorithms have been studied to ad-
dress a variety of problems associated with wearable sensor-
based human activity analysis. While the majority of them
used supervised algorithms, largely relying on labeled data,
a limited number of works have explored unsupervised or
semi-supervised ways to address the recognition problem.
However, since labeled data is in short supply and the bulk of
acquired data is unlabeled, utilizing supervised techniques
to recognize distinct human behaviors remains a difficult
research challenge in ubiquitous computing. On the other
hand, unsupervised approaches do not need labeled data to
train the model; nevertheless, their performance is often in-
ferior than that of supervised methods.

To overcome the aforementioned challenges, we aim at
developing an approach that makes use of domain knowl-
edge of human behavior, a limited amount of information
about the similarity of data samples, and a significant quan-
tity of unlabeled data. The proposed approach is motivated
by two factors: first, the use of domain knowledge and a

large amount of unlabeled data to simplify the model’s learn-
ing task and force the model to retain useful task-specific
features; second, limiting the supervision required to train
the model by relying only on the similarity of a small amount
of data samples rather than explicitly using the labels. Ex-
periments have been conducted to assess the efficacy of our
proposed approach.

Related Work
Human Activity Recognition

There are two primary directions in wearable sensor-based
human activity recognition (HAR): approaches based on
handcrafted features, and approaches based on deep neural
networks (DNN). In the former one, handcrafted features are
designed using domain knowledge. For instance, (Anguita
et al. 2013; Reyes-Ortiz et al. 2016) included statistical fea-
tures such as mean, variance, and entropy into their mod-
els. In (Tamura et al. 1998) , features taken from a wavelet
transform were used. He and Jin (He and Jin 2009) extracted
features using the discrete cosine transform. These features
have the benefit of being readily derived from the signal and
have been shown to be pretty successful in the HAR system.

Various HAR models have recently used DNN to enable
automatic feature extraction. Morales and Roggen (Morales
and Roggen 2016) proposed a model based on convolu-
tional neural networks (CNNs) and long short-term mem-
ory (LSTM) components. In the work, CNN is employed to
capture local temporal relationships, while LSTM’s mem-
ory states help in the learning of large time scale dependen-
cies. In (Abu Alsheikh et al. 2016), a hybrid method was
developed in which the sequence of human behaviors was
modeled using a deep belief network as the emission matrix
of a Hidden Markov Model. In (Chen et al. 2021), a deep
network architecture using stage distillation with a teacher
and a student network are used to allow the model to extract
more and more useful features from the raw data. These ap-
proaches are capable of extracting features from data auto-
matically and without the need for domain knowledge. How-
ever, they continue to need explicit labels to supervise the
model’s training.

In addition to these pure hand-engineered and purely
learned feature representations, recent work has also com-
bined the two techniques. For example, (Qin et al. 2020)



utilized engineered wavelet features arranged in the form
of an image but then applied this as the input to a convo-
lutional network to automatically select and abstract these
engineered base features to obtain a more powerful feature
representation for the problem. This again gives more flex-
ibility to the learning system but, like the other approaches
still continues to rely on explicit labels for learning.

In the work presented in this paper, the requirement for
explicit labels is dramatically relaxed through the appli-
cation of self-supervised an unsupervised learning compo-
nents. To facilitate the architecture, a hybrid approach to in-
put features is taken where statistical measures are derived
from data segments and utilized as input to deep learning
structures to select and adapt useful features for the activity
recognition task.

For a more detailed discussion of the different aspects and
methods in HAR, please refer to two recent survey papers in
the area, (Minh Dang et al. 2020) and (Wang et al. 2019).

ResNet Autoencoder and Siamese Networks

We take ideas from Autoencoder (Kramer 1991), ResNet
(He et al. 2016) and siamese architectures (Bromley et al.
1993) to construct our model that is capable of effectively
capturing patterns in data and computing semantic similar-
ity between pairs of data samples.

Autoencoder Autoencoder is a highly effective and exten-
sively used unsupervised deep learning architecture for fea-
ture learning. It is divided into two components: an encoder
and a decoder. The encoder specifies the nonlinear transfor-
mation E(-) that is used to convert the input data sample x to
the representation E(x). The decoder specifies another non-
linear transformation D(-) with the goal of decoding F'(x)
and reconstructing the original input x.

7 = D(B(z)) (1)

Here, x denotes the input data, F(x) denotes the encoded
representation from the encoder, and Z is the decoded recon-
struction from the decoder. The learning target of a conven-
tional autoencoder is to minimize the reconstruction loss:

Poe(r) = Z ||z — CZ’||2 @)

zeX

where X denotes the dataset. This loss function is used to
ensure that the reconstruction  is as close to the original
input x as possible. If a decent reconstruction & can be de-
coded from the representation E(x), it indicates that the rep-
resentation E'(x) has retained the essential information from
the input z, allowing the reconstruction Z to be very similar
to the original input x. As a result, the representation F(x)
may be utilized for further tasks such as classification and
clustering.

Yet, often the general reconstruction objective is insuf-
ficient. The target of a classic autoencoder is to develop a
representation F(z) that has sufficient information to recon-
struct the input, which implies that an accurate reconstruc-
tion contains noise and all the nuances in the input data.
However, not all of the information included in the learnt
representation is relevant to the downstream task (e.g. noise
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Figure 1: ResNet and Siamese Architecture.

as well as some task-irrelevant details might not only be un-
necessary but could even be detrimental, especially in the
context of subsequent classification and clustering tasks). To
develop an effective representation for categorizing activi-
ties effectively, the representation should include just the in-
formation necessary to perform the task while mostly disre-
garding unnecessary details. Based on this observation, our
approach incorporates additional task-oriented loss func-
tions to guide the learning process of the autoencoder and
improve the efficacy of the learnt representations in subse-
quent tasks.

ResNet ResNet allows the user, by utilizing skip connec-
tions or shortcuts to jump over some layers, as shown con-
ceptually fora single ResNet block in Figure 1(a), to boost
network capacity without suffering the expense of feature
learning deterioration, when compared to standard deep neu-
ral networks. The output of a building block in ResNet is the
sum of the result from the last non-linear layer and the in-
put of the building block. However, in residual blocks, the
shapes of the input tensor and the output tensor can be dif-
ferent. To address this problem, if the input tensor and out-
put tensor have different shapes, a linear layer with the size
of the output tensor will be used as the residual connection.
Otherwise, an identity function will be used as the residual
connection.

Siamese Networks Siamese Networks, as illustrated in
Figure 1(b), are dual-branch neural networks with shared
weights such that Branch, = Branchy. Given an input
pair of human activity data samples {x,,x;}, the siamese
network learns to project the input pair to the representation
pair { E(z,), E(xp)}. The distance between the representa-
tion pair is then used as the semantic similarity of the in-
put pair. Mueller and Thyagarajan (Mueller and Thyagarajan
2016) measured the semantic similarity between two sen-
tences using siamese recurrent neural networks. In (Chopra,
Hadsell, and LeCun 2005), a siamese CNN is trained for
face verification. Other applications include unsupervised
acoustic model learning (Zeghidour et al. 2016; Synnaeve
and Dupoux 2016; Kamper, Wang, and Livescu 2015), im-
age recognition (Bertinetto et al. 2016), and object tracking
(Koch, Zemel, and Salakhutdinov 2015).
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Figure 2: The overall architecture of the proposed approach.

Proposed Approach

Our proposed approach circumvents the lack of labeled data
by leveraging properties pertaining to the nature of human
activities. Specifically, our approach makes use of two kinds
of relationships: temporal consistency of time series of hu-
man activity and feature consistency of human activity data
in feature space.

In this section, we first introduce the architecture of the
proposed model. Then we show the definitions of various
consistency criteria that are used in the model, and how the
domain knowledge is employed in the model in the form of
these consistencies.

Architecture of the Proposed Model

As shown in Fig. 2, the foundation of the overall architecture
of this approach is a combination of a ResNet autoencoder
and siamese networks. The proposed approach utilizes self-
supervised consistency criteria within the autoencoder com-
ponents. Multiple learning targets, based on the nature of
human activity, imposed on the autoencoder allow it to cap-
ture information that is relevant to the activity recognition
task, and disregard irrelevant details in the data. In addition,
the siamese network structure further enhances the recogni-
tion performance of the model with only limited amounts of
weakly supervised data. Moreover, the residual connections,
as mentioned above, increase the learning capacity of the
model. These consistency criteria complement each other,
obtaining a high accuracy model in a few-shot learning fash-
ion.

Consistency Definition

The consistencies employed in the model are the common
sense knowledge or domain knowledge, which can provide
useful task-oriented information to the model, guide the
model to learn task-relevant information, and ignore task-
irrelevant information, hence improving the performance of
the model.

Temporal Consistency describes the temporal continuity
in human activity. Generally, human activities may be split
intuitively into two components: a time variable compo-
nent and a temporally fixed component. To be more precise,
some dynamic features of a particular action may change
over time. For instance, during walking, the body’s posture
changes with time: the left and right feet alternately advance.
This sort of dynamic feature is also captured in sensor data
and is referred to as the temporally changing component in
this section.

On the other hand, regardless of how the bodily stance
changes over time, the activity’s semantic meaning stays
constant. Specifically, the left and right feet may move for-
ward alternately, but the action remains walking. This part is
referred to as the temporally stationary component.

Due to the nature of human activity, the temporal consis-
tency loss pushes temporally near data samples to be similar
to one another and ignores the temporal variable component
difference. It is inspired by the goal of maintaining a reason-
ably stable semantic content, i.e. the sort of action in which
we are engaged, across time. Though the data samples are
temporally near, they may indicate the same sort of activity,
even if they are quite far in the sensor data space in terms
of Euclidean distance. The temporal consistency loss retains
the sensor data’s temporal continuity.

Formally, let 2! denote the i-th data sample that occurs
at time ¢ during the course of an activity. Let X! denote the
set of m data samples which are the nearest neighbors of
x! based on the temporal closeness during the course of an

activity, and z! the reconstruction of z!. Then the temporal
consistency loss, @tc(xﬁ), is defined as:
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Temporal consistency attempts to structure data such that
data samples that occur directly after each other are closer
together in representation space, representing the intuition
that activities are usually longer than a single data sample
and thus that consecutive data samples are often still part of
the same activity.

Feature Consistency was motivated by the fact that al-
though various individuals conduct the same type of activity
in a variety of ways, the variety of ways does not prevent
other individuals from identifying the activity type. As a re-
sult, we think that the individual level characteristics of the
activity data may not be required during the activity clus-
tering stage, and that the characteristics that are consistently
present across several data points may represent the activ-
ity’s fundamental characteristics. This assumption underpins
the Feature Consistency target function.



Previously published research (Sheng and Huber 2020a)
has demonstrated that combining carefully designed hand-
crafted high level features to represent the primary char-
acteristics of a temporally varying signal value with the k-
Nearest Neighbor algorithm is an effective method for clas-
sifying sensor data from human activities. It is used in this
strategy to define the local neighborhood of a data sample
because of its efficacy and simplicity. The Feature Consis-
tency loss then attempts to retain the high-level feature traits
that are typically present in a neighborhood.

The Feature Consistency loss compels the decoder to de-
code a data sample using its neighboring data samples’
learnt representation. The reasoning behind this is because
if data samples are spatially adjacent to one another in the
constructed feature space, they may indicate the same sort
of activity. Thus, the characteristics shared by several neigh-
boring data samples should be considered to represent the
key characteristics of that type of activity. If the features are
not present in all surrounding data sets, they may indicate
individual level characteristics, but not activity characteris-
tics.

Formally, let :r{ denote the i-th data sample in feature

space f, Xif the set of n data samples which are the nearest

neighbors of xf in the feature space f, and x{ the recon-

struction of /. Then the feature consistency loss, ® . (),
is defined as:
1 ~
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Feature consistency aims to keep data samples that have very
similar features close together in the embedding space. This
reflects the intuition that data segments that exhibit very sim-
ilar sensor readings are more likely to belong to the same
activity.

Label Consistency: With the help of siamese networks
and a very small amount of weakly-supervised data, a group
of pairwise constraints can be defined on the input data. This
group of pairwise constraints can drive the proposed model
to map the data into a representation space, in which the
clusters satisfy the given constraints.

More formally, given an input pair of human activity data
sequences {z,,xp}, the encoder of the siamese networks
learns to encode the input pair to the representation pair
{E(x,), E(xp)}. Then, a distance function, which measures
the similarity between the encoded representations, is calcu-
lated. For the case of Euclidean distance, the label consis-
tency loss can then be defined as:

1240, 7) = || E(20) — E(xb)H2 (5)

The similarity distance Dist(x,,x;) indicates if the input
pair represents the same type of activity. A large distance
indicates two different types of activities, while a small dis-
tance indicates the same types of activity.

The aforementioned three types of consistency criteria
imposed on the proposed model enable the learning to cap-
ture the information that is useful to the activity recognition
task.

Joint Loss Function

The training process of the model is divided into two stages.
In the first stage the model is trained with the following joint
loss function:

S
min Yy (1= a = B) - ®ac(w:) + - Bye(ah) + B Bre(a])
i=1

(6)

where 7 is the index of the sample, S is the size of the dataset,
« and B are the parameters to balance the contribution of
Dye, Py, and @ y.. While @y, and Py, retain task-relevant
features and disregard the unnecessary task-irrelevant fea-
tures, the ®,. component is also necessary in the learning
process because without the reconstruction loss @, the risk
of learning trivial solutions or worse representations will be
increased (Aljalbout et al. 2018). This represents an initial
self-supervised training phase in which the embedding space
is trained to reflect the basic structure of the data.

In the second training stage, the label consistency loss ®;,
is added to further improve the performance of the model.
Since in the first stage, most clusters are already formed, the
second stage imposes a small amount of pairwise constraints
on the data using the limited amount of available weakly
supervised data to readjust the already formed clusters to
adapt to the available information about the intended classes.
The joint loss function is defined as follow:

S
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The label consistency supervision ®;. used in the model
is limited, but it is directly related to the activity recog-
nition task, so in the second stage, the label consistency
will have a larger weight and dominate the learning pro-
cess, and the other loss functions will have smaller weights,
so that the model can learn directly task-related features.
Additionally, the amount of label consistency supervision
used in the model is very limited, therefore, the other two
self-supervised and one unsupervised loss functions are still
needed to work as regularization terms to prevent potential
overfitting.

Contrastive Loss Function

Part of the objective of the model is to minimize the recon-
struction error and to optimize temporal and feature con-
sistency using Euclidean distance, while a contrastive loss
function (Hadsell, Chopra, and LeCun 2006) is used for la-
bel consistency.

Given the input pair {z,, zs}, the model outputs a pair
of activity representations, { F(xz, ), E(xp) }. The contrastive
loss function used to train the model is also defined on the
pairs. The similarity distance Dists between the pair of data
samples is calculated using the euclidean distance between



their representation pair,
Dists(zq, ) = ||E(za) — E(zp)]|2 (8)

In the following, Dists (x4, xp) is rewritten as D to simplify
the notation. Then, for each of the categorizations used in
training, the loss function is defined as follows:

Li(x?uxévyi) = yiLs(xi, xg) + (1 - yi)Ld(xfl,xé) )]
N

L(Ia,dfb,y) = ZLZ(x;7xz7yZ) (10)
=1

where (2%, z},y") is the i-th sample in the data set. Lg, L
are the loss terms for the negative pairs of data samples
(y = 0) and the positive pairs of data samples (y = 1)
respectively. The forms of L4 and L, are given as,

Lq= %{mam(o, § — D)}? (11)
L= 5Dy (12)

where ¢ is a hyperparameter for the margin. It states that
only if the distance between two negative data samples is
less than the margin J, they contribute to the loss function.

Feature Extraction

Following the description of the proposed model, this part
discusses the features used in experiments. The feature ex-
traction step converts the segmented raw sensor inputs to
feature vectors.

Let r; be the sample; in the set of segmented raw sensor
signals, x; represent the converted feature vector, and C de-
note the feature extraction function. Then, the extraction of
features is defined as follows,

The proposed model’s input is z;. Table 1 summarizes the
statistical high level features that are used in the proposed
model. The approach makes use of the mean, variance, stan-
dard deviation, and median, which are the most often uti-
lized features in HAR studies. Additionally, several other
features that have been demonstrated to be effective in prior
research works (Reyes-Ortiz et al. 2016) are included here
as well. For instance, the feature interquartile range (iqr) is
based on Quartiles (Q1, Q2 and Q3) that divide the time
series signal into quarters. Using these, iqr is the mea-
sure of variability between the upper and lower quartiles,
igr = Q3 — Q1.

Each of these features is calculated independently for
each axis. Because the data from several sensors is syn-
chronized, it is possible to combine data from multiple sen-
sors. During the training process, the proposed model ac-
cepts these derived features as input and learns to retain the
task-oriented information included in the features while dis-
carding the task-irrelevant information.

Cluster Construction

The network is trained using the standard backpropagation
approach with stochastic gradient descent. Each weight is

Table 1: List of the used statistical features.

Feature extraction function Description
mean(r;) = + Z;Vﬂ T3 Mean
var(r;) = + Zévzl(n-j — mean(r;))? Variance

Standard deviation

std(r;) = \J/var(r;)

median(r;) Median values
maz(r;) Largest values in array
min(r;) Smallest value in array

iqr(ri) = Qs(ri) — Q1(r:)

Interquartile range

Trained Classification/Clustering

Encoder

E(x)
Hidden
Representation

Figure 3: Trained Encoder for Classification/Clustering.

first set to a small value. The initial learning rate is Ir =
0.05, and after every 10000 steps, an exponential decay
function with a decay rate of 0.95 is applied to the learning
rate. The network is evaluated using validation data at the
end of each epoch. The training procedure is complete when
the validation error has not decreased for a predetermined
number of epochs.

After two stages of training to build the hidden repre-
sentation within the siamese and ResNet autoencoder ar-
chitecture, the trained model (the encoder of the model, as
shown in Figure 3) can project the input data sample z into
a clustering-friendly embedding space. The learnt represen-
tations are evaluated in the subsequent clustering task. The
experiments use k-means (KM), arguably the most widely
used clustering algorithm. The number of clusters in each
dataset is selected to equal to the true number of classes.

Evaluations and Experiments

Three publicly available benchmark datasets containing
wearable sensor data from various human activities are uti-
lized to evaluate the proposed model.

Datasets

The three HAR datasets include: PAMAP2 (Reiss and
Stricker 2012), REALDISP (Baiios et al. 2012), and SBHAR
(Anguita et al. 2013). The sliding window technique is used
to segment all sensor data sequences.

PAMAP?2 is a dataset collected from nine volunteers who
completed 12 activities while wearing three inertial mea-
surement devices (IMU) on their wrist, chest, and ankle. The
dataset includes data on sporting activities (rope jumping,



nordic walking, and so on) as well as home activities (vac-
uum cleaning, ironing etc.). Heart rate, accelerometer, gy-
roscope, magnetometer, and temperature data are collected
during the experiments. In accordance with previous studies
on this dataset, the data is segmented using a sliding window
of 5.12 seconds with a one-second step size.

SBHAR collects data from 30 subjects executing 6 basic
activities such as walking and laying, as well as 6 postural
transitions such as stand-to-sit and sit-to-lie. In our experi-
ment, we treat all postural transitions as one general transi-
tion. The data was collected by strapping a smartphone to
the participant’s waist and recording accelerometer and gy-
roscope data at a sampling rate of S0Hz using the inertial
sensors on the smartphone. As in the previous study (Reyes-
Ortiz et al. 2016), we employ a sliding window with a step
size of 1.28 seconds and a duration of 2.56 seconds.

REALDISP is collected from 17 individuals performing
33 activities with the use of 9 sensors attached to their arms,
legs, and back. Each sensor measures acceleration, gyro-
scope rotation, and the direction of the magnetic field. This
dataset provides data on fitness workouts, as well as data
from the warm-up and cool-down periods. The sliding win-
dow utilized in this case is two seconds in length without
overlap.

To evaluate the performance of the proposed model, the
original fully labeled data was modified by removing la-
bels and randomly selecting 1%, 5%, and 10% weakly su-
pervised data. The performance of the proposed approach
with this information-reduced data was compared to fully
supervised methods that had access to the complete original
dataset as well as to unsupervised and purely self-supervised
approaches. The comparison of purely self-supervised tech-
nique here also provides some ablation results for the pro-
posed approach as it is effectively the self-supervised ap-
proach with only temporal and feature consistencies (Sheng
and Huber 2020a). In all experiments, the total dataset (i.e.
unlabeled and labeled) comprised all data segments of the
datasets, giving the supervised comparison approaches ac-
cess to all the labels while our model has access only to
similarity information for a very small subset. To apply the
weakly self-supervised method, the set of data segments was
split according to the above-mentioned percentage and la-
bels were removed from the samples in the data sets. The
small percentage of labeled data was then converted into
weakly supervised data pairs which only contain informa-
tion whether they belonged to the same or a different class.

Results and Analysis

To gain a deeper understanding of the model’s learnt repre-
sentations, we visualize the distribution of the activity vec-
tors in the representation space. We used t-sne (van der
Maaten and Hinton 2008) to map the representation vec-
tors to two dimensions. The visualization results for the
PAMAP2, REALDISP, and SBHAR datasets are shown in
Figures 4, 5, and 6, respectively. The various colors in the
figures indicate distinct activity labels in the datasets. The
experimental results for the datasets are summarized in Ta-
bles 2, 3, and 4.

Table 2: Results on PAMAP2

Methods ACC

MTLS (Sheng and Huber 2020b) 0.9893
Probability SVM with Filter (Reyes-Ortiz et al. 2016) | 0.9433
Boosted C 4.5 (Reiss and Stricker 2012) 0.9969
CNN (Hammerla, Halloran, and P16tz 2016) 0.9370
UEL Autoencoder (Sheng and Huber 2020a) 0.8543
Vanilla Autoencoder 0.7706

Proposed approach with 1% labels 0.9128
Proposed approach with 5% labels 0.9755
Proposed approach with 10% labels 0.9904

Table 3: Results on REALDISP

Methods ACC
Probability SVM with Filter (Reyes-Ortiz et al. 2016) | 0.9952
Adaboost Ensemble Classifier (Subasi et al. 2018) 0.9998

CNN (San et al. 2017) 0.9280

SMLDist (Chen et al. 2021) 0.9400

UEL Autoencoder (Sheng and Huber 2020a) 0.6812
Vanilla Autoencoder 0.6401

Proposed approach with 1% labels 0.7515
Proposed approach with 5% labels 0.8780
Proposed approach with 10% labels 0.9223

From the figures and tables, we can reach the conclu-
sions that the proposed weakly self-supervised approach
achieved significant improvement over the purely unsuper-
vised method with the same number of clusters even with
very limited data and improved performance with the in-
crease of available weakly supervised data. Moreover, per-
formance was reasonable good even with only 1% of the
labeled training data. With 10% of the labeled data, the pro-
posed approach can achieve competitive performance com-
pared with even the purely supervised methods, despite it
having access to only a fraction of the labeled data.

Conclusions

In this work, we have presented a weakly self-supervised
embedding learning approach which is based on a ResNet
autoencoder and a siamese architecture. The proposed ap-
proach uses two generic properties of human activities: tem-
poral consistency and feature consistency, to project the ac-
tivity data into an embedding space, and then imposes a
small amount of pairwise constraints on the data to fine-tune
the model in a weakly supervised fashion. We have demon-
strated the effectiveness of the approach by applying it to
three widely used HAR benchmark datasets where for our
approach labels were removed and only a very small per-
centage of data pairs were used as weakly supervised data by

Table 4: Results on SBHAR

Methods ACC

MTLS (Sheng and Huber 2020b) 0.9885
Probability SVM with Filter(Reyes-Ortiz et al. 2016) | 0.9678
tFFT 4+ CNN (Ronao and Cho 2016) 0.9575

STLS (Sheng and Huber 2019) 0.9268

UEL Autoencoder (Sheng and Huber 2020a) 0.7401
Vanilla Autoencoder 0.6369

Proposed approach with 1% labels 0.8015
Proposed approach with 5% labels 0.8853
Proposed approach with 10% labels 0.9352




£ ] &
[ ' j \ ~

PR st . -

& L

'
(a): PAMAP2 with 1% of labels (b): PAMAP2 with 5% of labels (c): PAMAP2 with 10% of labels
Figure 4: Representation space visualizations on the PAMAP?2 dataset.
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Figure 6: Representation space visualizations on the SBHAR dataset.



maintaining whether they were form the same activity class
or not. The results of the experiments show that with only
ten percent of the labeled data used for fine tuning through
weak supervision, the proposed approach can achieve com-
petitive results, which significantly reduced the supervision
needed to train the recognition model and can thus dramati-
cally reduce the overhead of obtaining useable datasets and
extend the applicability of HAR to a broader range of ubig-
uitous sensor settings.
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