
GEO-BLEU: Similarity Measure for Geospatial Sequences

Toru Shimizu 1, Kota Tsubouchi 1, Takahiro Yabe 2

1 Yahoo Japan Corporation,
Tokyo, Japan

2 MIT Media Lab,
Cambridge, MA, USA

{toshimiz, ktsubouc}@yahoo-corp.jp, tyabe@mit.edu

Abstract

In recent geospatial research, the importance of modeling
large-scale human mobility data via self-supervised learn-
ing is rising, in parallel with progress in natural language
processing driven by self-supervised approaches using large-
scale corpora. Whereas there are already plenty of feasible
approaches applicable to geospatial sequence modeling itself,
there seems to be room to improve with regard to evaluation,
specifically about how to measure the similarity between gen-
erated and reference sequences. In this work, we propose a
novel similarity measure, GEO-BLEU, which can be espe-
cially useful in the context of geospatial sequence modeling
and generation. As the name suggests, this work is based on
BLEU, one of the most popular measures used in machine
translation research, while introducing spatial proximity to
the idea of n-gram. We compare this measure with an es-
tablished baseline, dynamic time warping, applying it to ac-
tual generated geospatial sequences. Using crowdsourced an-
notated data on the similarity between geospatial sequences
collected from over 12,000 cases, we quantitatively and qual-
itatively show the proposed method’s superiority.

Introduction
Geospatial sequence modeling over human mobility trajec-
tories and language modeling in natural language process-
ing (NLP) can be seen analogously, regarding places as
words and human mobility trajectories as sentences. On the
geospatial side, the main workhorse is next place prediction
(NPP), in which a model predicts the place a person moves
to at the next time step on the basis of the past trajectory and
other features, and repeating NPP while reusing predicted
places as context directly leads to geospatial sequence gener-
ation. Also, this approach can naturally extend to sequence-
to-sequence or translation, assuming a model generates a tra-
jectory using another corresponding trajectory, e.g., one in a
past period, as context. The importance of this kind of self-
supervised approach is surging in geospatial research, and
many modeling methods known in NLP and other related
fields are feasibly applicable to geospatial problem settings.
Meanwhile, the area of evaluation still seems to be needing
further consideration.

• Dynamic time warping (DTW) (Vintsyuk 1968; Sakoe
and Chiba 1978) has long been known as a way to eval-
uate the distance of two given sequences, and it has been

used in geospatial research as well as in many other
fields. An essential characteristic of DTW is that it aligns
the sequences for measuring entirely, without consider-
ing local features shared between them. It is suitable to
treat entirely aligned sequences, but not so when treating
those not aligned.

• BLEU (Papineni et al. 2002) is one of the most popular
measures for similarity used in NLP, especially in ma-
chine translation. BLEU uses local features of given se-
quences, word n-grams, and is suitable to treat not com-
pletely aligned sequences. Regarding places in sequences
as words and their contiguous combinations as geospa-
tial n-grams, we can apply this to evaluate the similar-
ity of geospatial trajectories on the basis of local fea-
tures. However, it has another disadvantage; the geospa-
tial n-grams need to be exactly the same to be counted
as “matched”, and very close but slightly displaced ones
do not contribute to the outcome. In other words, spatial
proximity, which is potentially an important property for
similarity, is not taken into account when using BLEU.

In this work, we propose a novel alternative, GEO-BLEU,
extending BLEU to incorporate the idea of geospatial prox-
imity into its core concept. To evaluate the measure’s per-
formance, we use a translation problem of human mobil-
ity trajectories as a plausible test case for similarity and
distance measures; we collected trajectories consisting of
smartphone locations and modeled them in a sequence-to-
sequence manner. The modeling task is to predict peoples’
daily trajectories under the self-restraint of COVID-19 on
the basis of trajectories in the pre-COVID-19 period, which
ultimately leads to understanding behavioral implications of
COVID-19 and contributing to the field of urban dynam-
ics. We apply our proposed measure, GEO-BLEU, and other
two baselines, BLEU and DTW, to sequences generated by
this translation model, comparing generated sequences and
actual sequences. After that, we compare these scores with
crowdsourced annotated data to quantify how consistent the
measures and human intuition are, showing the proposed
method’s superiority.

Existing and Proposed Measures
In this section, we first explain DTW and BLEU and then
describe our proposed measure GEO-BLEU. Also, using a



toy problem, we demonstrate a notable characteristic of the
proposed method.

Existing Measures
Dynamic Time Warping. Dynamic time warping (DTW)
(Vintsyuk 1968; Sakoe and Chiba 1978) is a distance-
like measure for comparing the similarity between two
sequences which was first developed in speech recog-
nition but then has been used in various fields in-
cluding geospatial research. The method involves find-
ing the optimal alignment between two sequence X =
(x1, x2, . . . , xM ) and Y = (y1, y2, . . . , yN ). One pos-
sible way of alignment is represented as a sequence of
pairs between elements in X and those in Y : P =
((xi1 , yj1), (xi2 , yj2), . . . , (xil , yjl), . . . , (xiL , yjL)) where
il ∈ [1 : M ], jl ∈ [1 : N ] and L = max(M,N). Also,
there are three conditions for P to be valid alignment:
• the boundary condition (i1, j1) = (1, 1) and (iL, jL) =
(M,N), which requires the start of X and Y and the end
of them must be matched respectively,

• monotonicity condition il ≤ il+1 and jl ≤ jl+1 for
l ∈ [1 : L − 1], which preserves the time-ordering of
elements, and

• step size condition (il+1 − il, jl+1 − jl) ∈
{(1, 1), (1, 0), (0, 1)}.

The cost for such an alignment P is calculated as the sum of
the pairwise distance d(xil , yjl):

cost(P ) =

L∑
l=1

d(xil , yjl) (1)

where d(·, ·) is usually the Euclidean distance between two
places. Using this, we can represent DTW as the minimum
cost given by the optimal P :

DTW = min
P

cost(P ). (2)

As for the actual procedure of optimization, we followed a
technical report (Senin 2008).

BLEU. BLEU (Papineni et al. 2002) is a measure being
heavily used for evaluating machine translation systems for
quantifying how close generated candidates are to reference
human translations. BLEU uses word n-grams as the unit
of comparison and considers the ratio of n-grams matched
between the generated and reference sentences to all the n-
grams in the generated candidates for a given n. The ratio,
which is called modified precision pn, is obtained as follows

pn =

∑
S∈C

∑
n-gram∈S

Countmatched(n-gram)∑
S∈C

∑
n-gram′∈S

Count(n-gram′)
(3)

where C is the candidate corpus, and S is each of the can-
didate sentences in it. Actually, pn tends to become large
when the candidates are too short. To correct this unintended
effect, BLEU uses a factor called the brevity penalty BP ,
which is given by

BP =

{
1, if c > r

e1−r/c, if c ≤ r (4)

where c is the sum of the candidates’ lengths, and r is that
of the references. Taking the weighted geometric average of
the modified precision scores for n ∈ {1, . . . , N} while ap-
plying BP , resultant BLEU score B is defined as

BLEU = BP · exp
( N∑

n=1

wn log pn

)
(5)

where wn is the positive weight summing up to 1. The
original work of BLEU uses N = 4 and wn = 1

N for
n ∈ {1, . . . , 4}, and we follow the settings in the current
study. It should be noted that BLEU is for evaluating candi-
date and reference sentences of the whole corpus and not for
evaluating a single candidate sentence.

GEO-BLEU

Our proposed measure GEO-BLEU is based on BLEU but
intended to be an alternative to DTW, which means it mea-
sures a distance or similarity of a given pair of sequences. At
the same time, it borrows the concept of n-gram from NLP,
relaxing the matching condition so that the score reflects the
proximity of a given pair of n-grams.

As the first step, we introduce the geospatial revision of
n-gram as a chunk of locations (q1, . . . , qn) where each lo-
cation qk is represented as a point in two-dimensional space.
In addition, we define the similarity score s of a pair of n-
grams gv = (v1, . . . , vn) and gw = (w1, . . . , wn) on the
basis of proximity as follows

s(gv, gw) =

n∏
k=1

exp(−β d(vk, wk)) (6)

where d(·, ·) is the Euclidean distance between two loca-
tions, and β is a coefficient for adjusting the scale. In this
manner, the similarity between n-grams is evaluated to be-
come one when two n-grams are exactly matched. Also, the
far two n-grams go away, the closer the value asymptotically
comes to zero.

Next, we consider the way to match n-grams in the candi-
date sequence and those in reference. In BLEU, the match-
ing is conducted by the function Countmatched(n-gram) in
Equation 3; it gives one if the same n-gram remains “un-
used” in the reference sentences, eliminating that “used” n-
gram instance from the pool for subsequent matching, and
otherwise gives zero. For GEO-BLEU, which incorporates
the concept of proximity, we let an n-gram on the candi-
date side form a pair with the closest unused n-gram re-
maining on the reference side, prohibiting n-grams on the
reference side from being reused as in the BLEU’s orig-
inal matching rule. We greedily optimize the set of such
pairs so that the sum of the similarity scores comes close
to the maximum value. Denoting the optimized set of pairs
as P = {(gc1 , gr1), . . . , (gcL , grL)} where L is the shorter
of the candidate’s and reference’s lengths, gck is an n-gram
of the candidate sequence, and grk is that of the reference se-
quence, we define our n-gram-based similarity qn for a pair



Figure 1: A sample sequence consisting of 36 grid cells
placed over a circle of 10 km radius.

of a candidate sequence S and its reference sequence as

qn =

∑
(gc,gr)∈P

s(gc, gr)∑
n-gram∈S

Count(n-gram)
. (7)

Taking the weighted geometric mean for a range of n in
the same manner as Equation 5 and introducing the brevity
penalty BP as in Equation 4, the proposed similarity mea-
sure GEO-BLEU is given as

GEO-BLEU = BP · exp
( N∑

n=1

wn log qn

)
. (8)

In our experiments, we use β = 1, N = 3, and wn = 1
N for

n ∈ {1, 2, 3}.
If BLEU is applied to evaluating a single candidate, there

can be cases in which the modified precision becomes zero.
On the contrary, the modified-precision equivalent of GEO-
BLEU always has a non-zero value due to the relaxed match-
ing, and this property makes GEO-BLEU more feasible and
suitable for evaluating a single candidate sequence.

Characteristics of GEO-BLEU To illustrate the charac-
teristics of GEO-BLEU and its difference from DTW, we
apply the two measures to simple toy sequences in two-
dimensional space and compare the results. As shown in Fig-
ure 1, we consider 36 grid cells with sides of 0.5 km placed
over a circle of 10 km radius at almost regular intervals. Our
original sample sequence starts from cell A, goes clockwise
through B, C, and the following, and ends at Z as shown
as the dashed arc arrow. Then, by moving the start and end
points clockwise and one step at a time, i.e., by shifting the
phase forward, we can generate variations such as one go-
ing clockwise from B to A, another from C to B, and so on
for evaluating the similarity with or distance from the origi-
nal. Here, it is crucial that whether they are similar or differ-
ent depends on the evaluations’ purpose and point of view,
and there is no definite criterion in that regard. Considering
the original sequence and another with the opposite phase
starting from D, they are completely different when aligned
wholly. In this view, the distance between the first cells of

Figure 2: The scores of DTW and GEO-BLEU depending
on the extent of the phase shift between the original and its
shifted, derived sequence.

the sequences is 20 km, the maximum possible number in
this setting, and it does not change in the following aligned
pairs, such as one between the second cells of the two se-
quences. On the other hand, those two sequences can be seen
as almost identical when concerned with the local features,
as they share almost all the cells and chunks except for those
around the start and end. Among these conflicting points of
view, GEO-BLEU is for comparing sequences on the basis
of local features as in the latter example, while DTW views
two sequences wholly aligned as in the former.

Figure 2 shows the actual distance calculated by DTW
and similarity by GEO-BLEU between the original and
shifted sequences where the x-axis denotes the number of
the shifted steps. The results are contrasting; the value of
DTW is significantly changing depending on x, while that of
GEO-BLEU is staying around the maximum possible value
as two sequences are always similar considering their local
features. As illustrated, GEO-BLEU is a measure for com-
paring sequences on the basis of their partial or local features
and without aligning them wholly.

Experiments
Human Mobility Trajectory Dataset
For this study, a web service company, Yahoo! JAPAN, pro-
vided us with smartphone GPS records of their users, which
had originally been collected for their services. The users
have agreed to provide their location information for re-
search purposes, and the data are anonymized so that in-
dividuals cannot be identified and that personal properties
such as gender and age are unknown. Each GPS record con-
sists of a user’s ID, timestamp, longitude, and latitude.

Using this smartphone GPS data, we extracted records
from two consecutive periods, one from Oct. 1st, 2019 to
Mar. 31st, 2020 and the other from Apr. 1st to May 25th in
2020. The periods were determined so that the data captures
two different modes of the society in Japan, one mode with-
out the influence of COVID-19, which corresponds to the
former period, and the other mode under nationwide self-



Figure 3: An example of annotation cases for evaluating
each measure. The red dots show the steps of a generated tra-
jectory, and the green dots show the steps of its correspond-
ing actual trajectory. In this example, the left side actually
belongs to the top-20 pairs and the right side the bottom-20
pairs, and the annotator is asked to distinguish which side
comes from the top-20. The easier the cases of a measure
are, the better the measure is considered to be.

restraint of activities to prevent the spread of the infection,
which corresponds to the latter period. As for deciding the
specific dates, we referred to dates of the government’s rel-
evant announcements in addition to public stringency index
data (Ritchie et al. 2020).

From this set of GPS records, we prepared one million
pairs of trajectories representing how the mobility pattern
of a person in the pre-COVID-19 period has changed in the
mid-COVID-19 period. In this data preparation process, the
longitudes and latitudes in the GPS records are aggregated
and discretized into 500m-square grid cells on an hourly ba-
sis so that a sequence of grid cells corresponds to a trajectory
of a person. Then, we allocated 10,000 pairs to the valida-
tion set, another 10,000 pairs to the test set, and the rest to
the training set. The average length of sequences is 90.5 in
the former period and 124.5 in the latter period. Considering
that each step stands for an hourly position, each of these se-
quences usually amounts to a mobility pattern spanning over
several days rather than a short trajectory within a day.

Model and Training
We trained a seq2seq model (Sutskever, Vinyals, and Le
2014; Cho et al. 2014) consisting of a pair of two-layer
LSTM-RNNs using the dataset so that it can generate a per-
son’s trajectory in the mid-COVID-19 period given a tra-
jectory in the pre-COVID-19 period. After the training fin-
ished, we took out a model with the lowest validation loss
and applied it to sample sequence generation as in the next
section. We consider that this approach comes under self-
supervised learning as the preparation of the prediction tar-
gets does not involve any human judgment or annotations,
whereas the model is seq2seq, which is often applied to su-
pervised translation problems.

Evaluation and Results
We generated 500 sample sequences using the trained model
and the test set. Then, we scored each sequence with three
measures, normalized DTW, GEO-BLEU, and BLEU, com-
paring the generated trajectory with the actual one in the
dataset. As DTW has a dependency on the sequence length
as in Equation 1, we normalize the raw scores dividing them

Method normalized DTW GEO-BLEU BLEU

Score 0.550 0.699 0.530

Table 1: The average of annotation scores for each measure.

by L. Actually, BLEU is a quality measure not of a single
sentence but of the entire corpus. However, we dared to ap-
ply BLEU for evaluating each sequence here for reference,
treating a pair of sequences as a small corpus, to show the
difference between the original BLEU and GEO-BLEU.

To evaluate how convincing the scores given by a measure
are, we sorted the 500 pairs of generated and actual trajecto-
ries by each of three measures into descending order of simi-
larity, obtaining three lists of the same entries but in different
orders. Then, we took out the top-20 pairs and the bottom-
20 pairs from those lists. There are 20 × 20 = 400 possi-
ble combinations between the top pairs and bottom pairs for
each measure, and for each such combination, we asked an-
notators which pair of generated and actual sequences look
more similar, showing the top and bottom pairs side-by-side,
as shown in Figure 3. An annotation is given as one of four
options: the left is clearly similar, the left is somewhat sim-
ilar, the right is somewhat similar, and the right is clearly
similar. We assign a positive score to a case if the judgment
is consistent with the measure: 1.0 if the top-side is judged as
clearly similar and 0.5 if it is somewhat similar. If the judg-
ment is inconsistent with the measure, the score becomes
-1.0 for “clearly similar” and -0.5 for “somewhat similar” to
give a penalty. We presented one case to ten different annota-
tors and collected 400× 10× 3 = 12, 000 judgments. Table
1 shows the averaged score for three measures, and GEO-
BLEU is superior to normalized DTW in this comparison.
While the purpose of BLEU is not a single-sequence mea-
surement as in this evaluation, the scores themselves imply
that GEO-BLEU derived from it is modified so that it be-
comes more suitable to the current problem settings.

Related Work
For measuring the quality of a generated sequence compared
with a reference sequence, dynamic time warping has pri-
marily been used in geospatial and urban dynamics studies
as in various previous works (Bhadane and Shah 2017; Cai
et al. 2018). Other types of measures have already been pro-
posed as described in a survey (Su et al. 2020). Still, to the
best of our knowledge, this work first applies the concept of
“geospatial n-gram” to such evaluation for taking the local
features of sequences into account.

Conclusion
We proposed a novel similarity measure of sequences, GEO-
BLEU, extending BLEU by incorporating proximity into the
core concept and using place n-grams as local features. In
a realistic setting about self-supervised geospatial sequence
modeling, GEO-BLEU is more consistent with annotators’
intuition for similarity than an existing popular measure,
DTW.
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